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This thesis presents performance evaluation and a field validation study of a time 

and temperature indexed autoregressive with exogenous (4-3-5 ARX) building thermal 

load prediction model with an aim to integrate the model with actual predictive control 

systems. The 4-3-5 ARX model is very simple and computationally efficient with 

relatively high prediction accuracy compared to the existing sophisticated prediction 

models, such as artificial neural network prediction models. However, performance 

evaluation and field validation of the model are essential steps before implementing the 

model in actual practice. The performance of the model was evaluated under different 

climate conditions as well as under modeling uncertainty.  A field validation study was 

carried out for three buildings at Mississippi State University. The results demonstrate 

that the 4-3-5 ARX model can predict building thermal loads in an accurate manner most 

of the times, indicating that the model can be readily implemented in predictive control 

systems. 
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1.1 Building Energy Consumption Overview 

Buildings account for 40% of all energy use in the United States [1]. This sector 

consumes more energy than either industrial or transportation. Both residential and 

commercial building energy use is growing, and represents an ever-increasing share of 

U.S. energy consumption. Fig. 1.1 shows the building energy growth trend during 1980-

2005. 

Figure 1.1 Growth in building energy use relative to other sectors1, 1980-2005 [1]. 

1 1Quad (a short form of quadrillion) is equivalent to 1015 BTU or 2.93 × 1011 kWh. 
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Furthermore, in The U.S., residential and commercial buildings account for 22% 

and 19.0% of total energy consumption, respectively, according to the Annual Energy 

Review 2011, published by The U.S. Energy Information Administration[2]. It was also 

reported that the total energy consumption of these two sectors was equivalent to 39.6 

Quadrillion BTU in 2011. These two sectors constitute the largest share of total energy 

consumption as shown in Fig. 1.2. 

Figure 1.2 End use sector shares of total energy consumption [2]. 

A major portion of building energy is attributed from space air conditioning and 

heating and 30-60% of building energy is consumed by space conditioning equipment 

worldwide[3]. The U.S. Department of Energy also reported that 54.6% of residential 

building energy consumption and 34.1% of commercial building energy consumption 

arise from building thermal loads[1]. With this setting, improved control of building 

energy systems is becoming an important factor in reducing building energy operating 
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costs. From this perspective, predictive control strategies integrated with building thermal 

load prediction have an excellent potential to reduce energy consumption and related 

operational costs provided reliable load predictions are available. As a matter of fact, 

predicted building thermal load is already a common input parameter in a wide range of 

energy savings applications such as, combined cooling, heating, and power system 

(CCHP) control strategy[4][5], thermal energy storage systems operations 

optimization[6], efficient operation of HVAC&R systems[7][8], and mixed energy 

distribution system planning[9]. 

1.2 Building Thermal Load Prediction Methodologies 

Given the need for accurate prediction of building energy or thermal load, 

researchers have investigated different methodologies for accurate prediction[10][11]. 

Zhao and Magoulès [12] reviewed recently developed techniques and models to predict 

building energy consumption. They classified recent works in five categories: physical 

models, artificial neural networks (ANN), support vector machines, grey models, and 

statistical regression models. 

1.2.1 Physical Models for Building Thermal Load Prediction 

Physical models utilize physical principles to estimate energy consumption on the 

whole building or a portion of the building. Building energy prediction models like 

[13][14] using simplified physical characteristics as well as building energy simulation 

tools fall within engineering methods. A substantial number of tools have been developed 

for predicting building energy consumption, evaluating energy efficiency, and 

performing renewable energy integration in building systems. A detailed list of building 
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energy simulation tools is available at U.S. D.O.E. website2. These software use detailed 

physical models of the building energy systems and forecasted weather data for 

prediction. A simplified flow chart of thermal load prediction using simulation program 

is shown in Fig. 1.3. 

Figure 1.3 Flow chart of a typical building energy simulation program. 

However, a large number of inputs such as details of building geometry, energy 

systems, weather variables, internal gains etc. make these tools difficult to integrate with 

real time predictive control systems. In addition, these models may be very difficult to 

customize for large facilities due to complex thermal structure.  

2 Available at: http://apps1.eere.energy.gov/buildings/tools_directory/alpha_list.cfm 
4 
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1.2.2 Artificial Neural Network (ANN) and Support Vector Machine (SVM) 
Building Thermal Load Prediction Models 

Artificial neural networks (ANN) and support vector machines (SVM) have been 

widely used in the literature for building thermal load prediction, due to their ability to 

capture nonlinearity patterns of the building thermal load[15]–[19]. Neural networks 

consist of a set of functions (i.e. sigmoid functions), where functions are selected to 

operate in a fashion analogous to the neurons of the brain. The neurons are divided and 

stacked in consecutive layers and outputs of the neurons from one layer are used as inputs 

in the next layers. The layers between input and output layers are termed as “hidden 

layers.” ANN models are trained using input data patterns until the model can predict 

building thermal load within an acceptable level of accuracy. Ability to produce 

reasonable results with new patterns that were not used during model training is called 

“generalization” of an ANN. Overtraining occurs when the model produces unacceptable 

results with new patterns. An artificial neural network model is depicted in Fig. 1.4. 

Figure 1.4 Schematic diagram of a three-layered feedforward/ backpropagation 
artificial neural network[15]. 
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The number of hidden layers and training time are related to level of accuracy in 

prediction. As a result ANN models are computationally expensive and there is a chance 

of overtraining. 

In support vector machines (SVM), prediction is dependent upon a subset of 

training data points. SVM seeks to minimize an upper bound of the generalization error 

consisting the sum of training error and a confidence level. Dong et al.[20] mentioned, “a 

large amount of computation time will be involved when SVM is applied for solving 

large-size problems,” which is one of the main drawbacks of SVM of thermal load 

prediction model. 

1.2.3 Grey Box Building Thermal Load Prediction Models 

Grey box models are a relatively new approach to predict building energy 

consumption and these models can be applied even with incomplete or uncertain 

information about the building systems. Wang et al.[21] proposed a grey box model to 

predict building heat moisture loads and found good accuracy in predicted loads. Guo et 

al. [22] developed a grey box model to predict energy consumption of heat pump water 

heaters. However, these models may be very difficult to customize for large facilities due 

to complex thermal structure and different materials[23]. 

1.2.4 Regression Analysis Based Building Thermal Load Prediction Models 

Regression models predict building thermal load by linearly combining the input 

variables with different weighting coefficients. The thermal load of a real building 

depends on many internal and external variables, such as weather data, occupancy 
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schedule, building envelop, orientation, internal heat gain, infiltration, etc. However, a 

reasonable number of input variables should be chosen for efficient implementation of 

the prediction model. Temperature, relative humidity, wind speed, and global solar 

radiation are commonly used weather variables used in regression models. Occupancy 

schedule and past load data are generally used in AR and ARX models. Statistical 

regression analysis based building thermal load prediction models has been widely 

appeared in the literature[9], [23]–[30]. These models correlate building energy 

consumption with influencing variables. Multiple linear regression (MLR), auto 

regression (AR) and auto regression with exogenous (ARX, i.e. external, inputs) have 

been used in building thermal load prediction studies. Ibrahim and Rahman [27] 

performed a comparative study of four regression based and one ANN load forecasting 

model for electrical load. They found regression models performance was satisfactory for 

regular load patterns. However, ANN models predicted well when there was abrupt 

change in load. Their analysis showed better prediction when MLR models were indexed, 

and they recommended separate models for weekdays and weekends. Reddy and Claridge 

[28] compared performance of MLR and back-transformed PCA (principle component 

analysis) models using TMY data at different climate zones. Their study focused on the 

effect of weather variables on building energy, reliability of model coefficients, and 

robustness of the model to predict energy consumption.  Although back-transformed PCA 

is more involved compared to MLR, they concluded that PCA approach could be 

beneficial when one variable has very high correlation coefficient, or the MLR model 

cannot explain the building energy consumption. Seem and Braun [29] proposed an 

adaptive method for electrical and cooling load prediction, which can model the load 

7 



 

 

 

 

 

 

  

 

 

 

 

 

 

 

trends of different time of day and week. Taking into account that electrical demand is 

non-stationary time series and the mean is time dependent, their proposed model consists 

a deterministic part and a stochastic part. The deterministic part was introduced to model 

the time dependent mean of the series where the stochastic part models the difference 

between the non-stationary time series and deterministic part. Dhar et al.[30] used the 

Fourier series approach to predict hourly energy use in buildings. They used weather 

related variables to predict the building thermal load. Mellow’s Cp criteria along with 

forward selection algorithm was used to select model. However, in order to obtain good 

prediction, long period (4 months to 1 year) of input data was required. ARX building 

thermal load prediction models were also explored by researchers due to prediction 

accuracy, computational efficiency, and relative ease of system integration. Guo et al. 

[23] studied two ARX thermal load prediction model with two-stage weighted least 

squares method for 1 to 6 hours ahead and 7 to 24 hour ahead prediction, respectively. 

Their results showed two-stage weighted least squares method were effective to reduce 

the effect of outliers and results showed good prediction. However, the proposed models 

contained 48 hourly indexed models for weekdays and weekends. In addition, different 

interaction terms between the predictors were introduced, which eventually increased the 

number of coefficients with chances of decreasing the computational efficiency. The 

models were applied to a central plant and showed results for average internal gain 

effects. However, this study did not provide information about prediction of individual 

facility, specifically when internal gains can be dominant (i.e. large class room building, 

auditorium etc.). Yun et al. [31] proposed a 4-th order autoregressive, time and 

temperature indexed building hourly thermal load prediction model (4-3-5 ARX) 
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following physically motivated interpretations of the loading conditions and thermal 

response of the building. The model is indexed with respect to 3 time intervals and 5 

possible daytime temperature ranges as described in more detail in Section 2.1.4 of 

CHAPTER II. Indexing implies that a new set of coefficients is obtained for the ARX 

model for each combination of time and temperature indexes. A total 140 coefficients are 

obtained when developing the model but only 10 coefficients are accessed at a time to 

predict thermal load, which made the model computationally very efficient. Their results 

showed that prediction from this 4-3-5 ARX model is better than that of non-indexed 

regression models and comparable to ANN model. Their study also investigated 

dominant factors for cooling load at different time intervals. However, performance of 

the model using actual data was not evaluated since only TMY weather and simulated 

load data were used in their work. 

1.3 Objectives of the Thesis 

Based on the prediction accuracy and computational efficiency of the time and 

temperature indexed building hourly thermal load prediction model (4-3-5 ARX model), 

the main objective of this thesis is to perform a comprehensive performance evaluation 

and a field validation of the model using actual data. To fulfill this objective, the 

following topics for each chapter have been addressed in this thesis: 

 CHAPTER III focuses on the performance comparison of regular and 

indexed ARX model under the influence of climate change. 

 CHAPTER IV investigates modeling uncertainty of the 4-3-5 ARX 

building hourly thermal load prediction model. 
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 CHAPTER V presents a detailed field validation study of the 4-3-5 

ARX model using 3 actual buildings at Mississippi State University and 

local weather data. 
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CHAPTER II 

BUILDING THERMAL LOAD PREDICTION MODELS 

2.1 Regression Models for Building Thermal Load Prediction 

This chapter introduces MLR, AR and ARX thermal load prediction models used 

for building thermal load prediction. Mathematical equations and physical aspects of 

regression based building thermal load prediction models are outlined in the following 

Sections, 2.1.1-2.1.4. 

2.1.1 Multiple Linear Regression (MLR) Model 

MLR thermal load prediction models use weather variables and occupancy 

schedule to predict building thermal load. Due to modeling simplicity and less number of 

input variables, high level of accuracy is not expected from MLR models[31]. These 

models cannot capture the non-linear characteristics and dynamic effects responsible for 

the thermal load of the buildings. An example of MLR model is shown in Eq. (2.1) 

𝐿𝑜𝑎𝑑𝑡 = 𝑤1. 𝑇𝑒𝑚𝑝𝑡 + 𝑤2. 𝐻𝑢𝑚𝑡 + 𝑤3. 𝑊𝑖𝑛𝑑𝑡 + 𝑤4. 𝑅𝑎𝑑𝑡 + 𝑤5. 𝑂𝑐𝑐𝑡 + 𝑤6 (2.1) 

Here, wn (n=1…6) represent the coefficients for the respective input variables. 

The coefficient w6 in Eq. (2.1) is a constant offset factor used to partially reduce the 

effect of modeling errors including nonlinearities and other variables such as infiltration, 

internal gain from equipment etc. 

11 



 

 

    

 

 

  

 

    

 

  

 

  

  

   

  

   

  

                       

2.1.2 Auto-regressive (AR) Model 

AR thermal load prediction model is only dependent upon previous thermal load 

and can capture daily thermal load pattern. The order of the AR model should be selected 

in such a manner that the model can capture the thermal inertia of the system. In addition, 

the order is associated with the number of time constants being modeled. Since these 

models are highly dependent on historical load data, when sudden change in any variable 

plays a dominant role in thermal load (i.e. cloudy day, gust etc.), predicted load from AR 

model may deviate greatly from the actual load[31]. An example 4th Order AR model is 

shown in Eq. (2.2). 

𝐿𝑜𝑎𝑑𝑡 = 𝑤1. 𝐿𝑜𝑎𝑑𝑡−1 + 𝑤2. 𝐿𝑜𝑎𝑑𝑡−2 + 𝑤3. 𝐿𝑜𝑎𝑑𝑡−3 + 𝑤4. 𝐿𝑜𝑎𝑑𝑡−4 + 𝑤5 (2.2) 

Here, wn (n=1…4) represent the coefficients for the respective historical load 

data. The coefficient w5 in Eq. (2.2) is a constant offset factor used to partially reduce the 

effect of modeling errors including nonlinearities. In this 4th order AR model, historical 

load data of previous 4 hours (Loadt-n, n=1...4) is used to predict thermal load. 

2.1.3 Auto-regressive With Exogenous (ARX) Model 

In the ARX thermal load prediction model, MLR and AR models are combined 

for enhanced accuracy. Auto-regressive terms are from the AR model and exogenous 

inputs are from the MLR model. An example of 4-ARX model is shown in Eq. (2.3), 

which is combination of 4th order AR and MLR models as shown in Eq. (2.1) and (2.2). 

𝐿𝑜𝑎𝑑𝑡 = 𝑤1. 𝑇𝑒𝑚𝑝𝑡 + 𝑤2. 𝐻𝑢𝑚𝑡 + 𝑤3. 𝑊𝑖𝑛𝑑𝑡 + 𝑤4. 𝑅𝑎𝑑𝑡 + 𝑤5. 𝑂𝑐𝑐𝑡 + 

𝑤6. 𝐿𝑜𝑎𝑑𝑡−1 + 𝑤7. 𝐿𝑜𝑎𝑑𝑡−2 + 𝑤8. 𝐿𝑜𝑎𝑑𝑡−3 + 𝑤9. 𝐿𝑜𝑎𝑑𝑡−4 + 𝑤10 (2.3) 
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Here, wn (n=1…9) represent the coefficients for the respective input variable or 

historical load data. The coefficient w10 in Eq. (2.3) is a constant offset factor used to 

partially reduce the effect of modeling errors as mentioned previously. 

2.1.4 Time and Temperature Indexed ARX Model (4-3-5 ARX) 

This section presents assumptions, mathematical description, and physical aspects 

of the time and temperature indexed ARX model (4-3-5 ARX) proposed in this study. 

ARX models are combination of MLR and AR models. The assumption for ARX model 

is that weather and load patterns are similar from day to day for a given prediction period. 

Since it is a regression model, it is further assumed that linear relation exists between 

input variables and respective thermal load of the building. The model is developed using 

an independent sample and the standard deviation of predicted loads normally distributed 

with a mean same as actual load. However, in order to account load profile variations due 

to the time of the day and weather conditions (i.e.: rainy, cloudy, storm etc.), ARX 

models can be indexed with respect to time of the day and temperature range. 

The proposed model is developed to predict the cooling and heating loads 

separately from May 1 to October 31 for the cooling period and from November 1 to 

April 30 for the heating period. In addition, the structure of the model allows separate 

prediction of for weekday and weekend building thermal load. 

The model is labeled as “4-3-5-ARX” model because it is a 4th order auto-

regressive with exogenous (ARX) thermal load prediction model indexed with respect to 

three time intervals and five daytime temperature levels. This model uses historical load 

data of the past 4 hours along with forecasted temperature, relative humidity, wind speed, 

solar radiation, and occupancy schedule as exogenous inputs. The model is indexed with 
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respect to daytime, nighttime, transition time, and five possible daytime temperature 

ranges. Therefore, this model is a combination of seven linear equations same as Eq. 3 

but with different coefficient set for each equation. One equation is for nighttime, one 

equation is for transition time, and five equations are for five possible temperature ranges 

during the daytime interval. The 4-3-5 ARX model for ‘n’ data points can be expressed in 

matrix form as: 

𝐿𝑜𝑎𝑑𝑡 = [𝐴 ∗ 𝑊] (2.4) 

Here, Loadt is an n-by-1 vector of predicted loads at ‘t’ time step. The input 

matrix ‘A’ is an n-by-10 matrix containing the forecasted weather data, occupancy 

schedule, and past load data (independent variables). The matrix ‘A’ can also be 

represented in matrix form as: 

𝐴 = [𝑇𝑒𝑚𝑝𝑡 𝐻𝑢𝑚𝑡 𝑊𝑖𝑛𝑑𝑡 𝑅𝑎𝑑𝑡 𝐿𝑜𝑎𝑑𝑡−1 𝐿𝑜𝑎𝑑𝑡−2 𝐿𝑜𝑎𝑑𝑡−3 𝐿𝑜𝑎𝑑𝑡−4 1] (2.5) 

The input variables are arranged as column vectors in matrix ‘A’. All the 

variables in matrix ‘A’ are normalized with respect to their maximum value. Rationale 

for normalizing is that time-dependent patterns can be captured while keeping the input 

variables dimensionless. W is a 10-by-1 vector containing the regression coefficients 

obtained by least square method. Regression coefficient values are obtained during the 

development of the models as discussed in Section 2.2. Each column in W represents a 

set of coefficients for respective index. 

The model first determines whether the data belongs to a weekday or to a 

weekend. Then the model indexes each day about three time intervals: nighttime, 

transition time (early morning), and day time. The rationale for selecting these time 
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intervals is that the temperature and radiation are high during daytime and low during 

nighttime. Transition interval accounts for the building capacitance effect on thermal load 

when switching between nighttime to daytime. For instance, during a cooling period in an 

office building, typically there is an abrupt increase in cooling load due to increased 

ambient temperature, solar radiation, and occupancy at transition period. It is necessary to 

remove additional heat to maintain the desired indoor conditions. This sudden increase in 

thermal demand during this period can be explained by a direct contribution from 

external inputs. Therefore, transition time has different thermal characteristics compared 

to other time intervals. In order to capture the exact correlation between input variables 

and thermal loads within this time interval, a separate indexing was employed in the 

model. Daytime interval is further indexed with respect to five possible day time 

temperature ranges. Rationale for indexing with respect to only temperature range is that, 

Reddy et. al.[28] analyzed contribution of temperature, specific humidity, and solar 

radiation on building thermal load and found that the effect of the temperature is the most 

dominant weather variable. Moreover, this indexing eliminates the necessity of 

differentiating between the seasons of the year.  In summary, the total number of models 

obtained is seven:  1 transition time model, 5 daytime models, and 1 nighttime model.  

The models only differ in the values of the 10 coefficients used in Eq. (2.3).  The total of 

140 stored coefficients accounts for the 7 models with 10 coefficients per model. Among 

the total 140 stored coefficients, 70 coefficients correspond to weekday models and 70 

correspond to weekend models. 
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2.2 4-3-5 ARX Model Development 

This section describes the model development procedure of the 4-3-5 ARX 

model. Model development indicates estimating coefficients for cooling or heating period 

using least squares method. The 4-3-5 ARX model is developed using a sample data set 

consisting of weather data, occupancy schedule and past load data arranged similarly as 

matrix ‘A’ mentioned in Eq. (2.5). This data set is labeled as model building matrix ‘A1’. 

Separate model building matrices are used for cooling and heating period. As mentioned 

previously, the models are developed considering cooling period from May 1st to October 

31st and heating period from November 1st to April 30th. 

Least squares methodology as shown in Eq. (2.6) is used to estimate the 

coefficients by minimizing the load prediction errors. First a model building matrix A1 is 

assembled to include all the input including weather variables, occupancy schedule, and 

previously measured thermal loads. A vector ‘b’ of experimental building load is defined 

as shown in Eq. (2.7). Then a vector of unknown coefficients, leveled, ‘W’ is defined in 

Eq. (2.8). Matrix ‘A1’ and vector ‘b’ are used in Eq. 6 to obtain the coefficients for input 

variables. 

𝑊 = (𝐴1𝑇 ∗ 𝐴1)−1. 𝐴1𝑇. 𝑏 (2.6) 

𝑏 = (𝐿𝑜𝑎𝑑1 𝐿𝑜𝑎𝑑2 ⋯ ⋯ ⋯ ⋯ 𝐿𝑜𝑎𝑑𝑛−1 𝐿𝑜𝑎𝑑𝑛)𝑇 (2.7) 

𝑊 = (𝑤𝑁 𝑤𝑇 𝑤𝑑1 𝑤𝑑2 𝑤𝑑3 𝑤𝑑4 𝑤𝑑5 𝑤𝑐)𝑇 (2.8) 

Finally, the coefficients obtained from Eq. (2.6) are used along with input matrix 

‘A’ in Eq. (2.4) to predict the thermal load. It should be noted that, all data in model 

building matrix A1 and load vector b are normalized similarly as input matrix A. 

Therefore, the obtained coefficients are also dimensionless in this model. 
16 



 

 

   

 

 

 

 

   

Two groups of coefficients are obtained for weekdays and weekends, separately. 

Each group contains seven sets of coefficients leveled as wN, wT, wd1, wd2, wd3, wd4, wd5, 

wc corresponding to previously mentioned indexing. Each set has total 10 nos. 

coefficients corresponding to 9 model inputs and a bias term. Therefore, each group 

stores 70 coefficients. In this model, 10 coefficients are accessed at a given time step to 

predict thermal load. 

The steps involved for thermal load prediction using an ARX model is depicted in 

Fig. 2.1. 

Figure 2.1 Steps involved in the thermal load prediction using an ARX model. 
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2.3 Prediction Accuracy Estimation Using Statistical Criteria 

Four statistical criteria, standard deviation (σ), expected error percentage (EEP), 

coefficient of variance (CV) and mean absolute error (MAE) were used to estimate the 

accuracy of the predicted hourly thermal load. Standard deviation, EEP and CV criteria 

were used by [32]. Standard deviation, EEP, and CV are measures of the dispersion of a 

probability function. CV is measured in percentage, and lower CV criteria indicate lower 

dispersion in predicted values from the model. The fourth criteria, MAE is a measure of 

the shift in bias of the predicted loads compared to actual loads. MAE has been used in 

this study because MAE has been shown to be a good measure of average model 

error[33]. Formulas for these criteria are expressed in Eq. 2.9-2.12, respectively. 

𝑛−1∑𝑡=0 (𝑙𝑜𝑎𝑑𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑,𝑡−𝑙𝑜𝑎𝑑𝑎𝑐𝑡𝑢𝑎𝑙,𝑡)2 
𝜎 = √ (2.9)

𝑛 

𝜎 
𝐸𝐸𝑃 = ( ) ∗ 100% (2.10)

𝑙𝑜𝑎𝑑𝑎𝑐𝑡𝑢𝑎𝑙,𝑚𝑎𝑥 

𝜎 
𝐶𝑉 = ( ) ∗ 100% (2.11)

𝑙𝑜𝑎𝑑𝑎𝑐𝑡𝑢𝑎𝑙,𝑚𝑒𝑎𝑛 

| ∑𝑛−1 
𝑡=0 (𝑙𝑜𝑎𝑑𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑,𝑡−𝑙𝑜𝑎𝑑𝑎𝑐𝑡𝑢𝑎𝑙,𝑡)|

𝑀𝐴𝐸 = (2.12)
𝑙𝑜𝑎𝑑𝑎𝑐𝑡𝑢𝑎𝑙,𝑚𝑒𝑎𝑛 

Here, ‘t’ represents the time step (1 hour), and ‘n’ represents the total number of 

hours. 𝑙𝑜𝑎𝑑𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑 is the predicted load. 𝑙𝑜𝑎𝑑𝑎𝑐𝑡𝑢𝑎𝑙,𝑚𝑎𝑥, 𝑙𝑜𝑎𝑑𝑎𝑐𝑡𝑢𝑎𝑙,𝑚𝑒𝑎𝑛 represent 

maximum and mean value of actual measured cooling load over ‘n’ no. of hours, 

respectively. 
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CHAPTER III 

PERFORMANCE OF ARX BUILDNG THERMAL LOAD PREDICTION MODELS 

UNDER CLIMATE CHANGE 

This chapter presents performance of regular and indexed ARX building hourly 

thermal load prediction models under influence of climate change. In order to ensure 

reliability, prediction models should be able to account for the influence from climate 

change in the upcoming years. A climate change model with random temperature rise 

was developed. Prediction accuracy and robustness of the models was evaluated using 

temperature profile of five consecutive years. A case study with medium office reference 

building located in Atlanta, GA was carried out to demonstrate prediction accuracy of 

both models over the period utilizing a widely accepted building energy simulation 

software, EnergyPlus3. Predicted thermal loads were evaluated against simulated thermal 

loads using statistical criteria to quantify the effect of climate change on prediction 

accuracy. 

3.1 Methodology 

Regular and indexed ARX building hourly thermal load prediction models were 

used in this study. The regular ARX model was introduced in CHAPTER II, Sub-section 

3 Available at: http://apps1.eere.energy.gov/buildings/energyplus/ 
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2.1.3. The indexed ARX model (4-3-5 ARX) was introduced in CHAPTER II, Sub-

section 2.1.4. Both models were developed using TMY24 weather data from Atlanta, GA 

and simulated building thermal load. Simulated thermal load data were obtained from 

yearly EnergyPlus simulation using a medium office reference building5. Once the 

models were developed, temperature profiles of five years from climate change model 

along with past load data were used to predict cooling and heating loads separately. It 

should be noted that climate change weather data were used in EnergyPlus simulation to 

obtain past loads for each year. However, both models were developed only once using 

TMY2 weather data.  Finally, predicted accuracy for each year was evaluated against 

respective simulated building load data. 

3.2 Climate Change Model 

A climate change model featuring random increase in dry bulb ambient 

temperature was developed to obtain temperature profile of five consecutive years. 

Resulted temperature profiles were used to predict thermal load and quantify the effect of 

climate change in the predicted loads. The most tangible effect of global warming is 

increased average dry bulb temperature. In addition, Reddy et. al. [28]  identified dry 

bulb temperature as the most dominant weather variable responsible for building thermal 

load. Therefore, in real time operation, prediction models must accommodate increase in 

dry bulb temperature without sacrificing accuracy. 

4 Available at: http://rredc.nrel.gov/solar/old_data/nsrdb/1961-1990/tmy2/State.html 
5 Available at: http://energy.gov/eere/buildings/building-technologies-office 

20 

http://energy.gov/eere/buildings/building-technologies-office
http://rredc.nrel.gov/solar/old_data/nsrdb/1961-1990/tmy2/State.html


 

 

    

 

 

 

 

 

       

   

  

 

 

  

 

 

 

  
 

The climate change model was developed considering there is temperature rise in 

each following year from the preceding year. Temperature profile of TMY2 data was 

considered as the base in this climate change model. Hourly increase in dry bulb 

temperature in each succeeding year is randomly 0-8% more than the preceding year. 

Rationale for using random increase in temperature is the fact that temperature increase 

in not uniform in realty. Governing equation for temperature increase is represented 

mathematically in Eq. 3.1: 

(Tempn)t = (Tempn−1)t + Random(0~8%) ∗ (Tempn−1)t (3.1) 

Here, ‘n’ represents the year, and ‘t’ represents time-step (1 hour). ‘Random 

(0~8%)’ is a function which generate normally distributed random values between 0 and 

.08 for each time step, t. At n=1, Temp0 is base temperate from TMY2 data. Five years of 

temperature variation obtained from Eq. (3.1) at Atlanta, GA are illustrated in Figure 2 

for a given a week. Fig. 3.1 shows that temperature in each year is higher than the 

previous year at any given time-step (t). In addition, Fig. 3.1 shows that temperature rises 

at a given hour is not uniform for each year rather it is random (0-8% rise with respect to 

preceding year.) 

Figure 3.1 Dry bulb temperature variation for five years from TMY2 data at Atlanta, 
GA (August 1-5.) 
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3.3 Building Thermal Load Simulation 

EnergyPlus, building thermal load simulation software from U.S. Department of 

Energy (U.S. DOE) was used in this study for thermal load simulation. A medium office 

reference building developed by U.S. DOE along with TMY2 weather data from Atlanta, 

GA was used to estimate the cooling and heating loads of the facility for one year. 

Detailed information regarding medium office reference building is available at U.S. 

DOE website6. Selective information about medium office reference building is presented 

in Table 3.1. 

Initially one year building load simulation was performed using TMY2 weather 

data. This initial simulation results were used to estimate coefficients for both auto-

regressive model. Both models have been developed for heating and cooling load using 

respective simulated load. In order to obtain climate change weather data, dry bulb 

temperature column of TMY2 weather data was replaced with climate change model dry 

bulb temperature data for each year following TMY2 data. This yearly climate change 

weather data along with mentioned medium office reference building was used to obtain 

yearly thermal load for climate change. 

6 U.S. DOE Website: http://energy.gov/eere/buildings/building-technologies-office 
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Table 3.1 Specification of medium office reference building6. 

Building prototype Medium office 
Location Atlanta, GA 
Orientation 33.65 degree North 
Total floor area (m2) 1659.84 (49.86 m X 33.28 m) 

Number of floors 03 
Window-to-wall ratio (%) 33% 
Floor to floor height (m) 3.96 m 
Floor to ceiling height (m) 2.74 m 
HVAC 
system type 

Heating Gas furnace inside packed air conditioning unit 
Cooling Packaged air conditioning unit 

HVAC control Thermostat 
set-point ( ̊C) 

23.8 for Cooling/ 21.1 for Heating 

Thermostat 
set-back ( ̊C) 

26.6 for cooling/ 15.5 for heating 

Internal loads 
average power 
density 

Lighting 
(W/m2) 

ASHRAE 90.1-2004 (Using the building area 
method) 

Plug load 
(W/m2) 

0.07 

People (total) 268 
Weekdays 
schedules, 
fraction7 (until8) 

Lighting 0.05(5) 0.1(7) 0.3(8) 0.9 (12) 0.8(13) 0.9(17) 
0.5(18) 0.3(20) 0.2(22) 0.1(23) 

Plug load 0.4(8) 0.9(12) 0.8(13) 0.9(17) 0.5(18) 
People 0.0(6) 0.1(7) 0.2(8) 0.95(12) 0.5(5) 0.95(17) 

0.3(18) 0.1(22) 0.05(24) 

3.4 Case Study 

A case study with the above mentioned building located in Atlanta, GA was 

carried out to quantify prediction accuracy of both regular and indexed ARX thermal load 

prediction model under influence of climate change. Yearly climate change weather data 

and past load data are the inputs to thermal load prediction models. Different coefficients 

7Fraction of the total value of the variable that is considered in the calculation for that specified interval of 
time. 
8 The hour of the day until the specified fraction has been considered. 
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for heating and cooling load prediction were obtained from regression analysis of TMY2 

weather data and respective simulated load. The same coefficients were used for each 

year of climate change weather data. Rationale for using same coefficients for each year 

is to evaluate the performance of ARX models prolonged period. Then predicted heating 

and cooling loads for each year were plotted against respective simulated loads. 

Representative plots of cooling and heating load prediction from both ARX model for 

second year are shown in Fig. 3.2 and 3.3, respectively. 

Figure 3.2 Simulated and predicted cooling load of medium office for year 2 (August 
1-5). 

Figure 3.3 Simulated and predicted heating load of medium office for year 2 
(December 1-5). 
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Figure 3.2 shows predicted cooling loads from both indexed and regular ARX 

model against simulated cooling loads. These plots represent cooling load of the 1st week 

of August for the second year of climate change weather data. Fig. 3.3 represent plots for 

heating load. Heating loads from the1st week of December for the second year of climate 

change weather data is presented here. 

3.5 Prediction Accuracy Estimation Using Statistical Criteria 

Three statistical criteria, standard deviation (σ), expected error percentage (EEP), 

and mean absolute error (MAE) were used to estimate prediction accuracy for each year 

of analysis. Formulas for these criteria were outlined in CHAPTER II, Sub-section 2.3. 

These criteria enable us to quantify error propagated in predicted loads from each 

model with respect to simulated loads. In addition, these criteria were used to compare 

prediction accuracy of both models. Standard deviation and EEP measured the dispersion 

of a probability function, while MAE measured the bias of the predicted loads. MAE was 

used in our study because MAE is the most natural measure of average model error. 

Table 3.2 Statistical results for cooling load from regular and indexed ARX building 
thermal load prediction model. 

Criter 
ia 

Model Year 0 Year1 Year 2 Year 3 Year 4 Year 5 
Cooling 

Load 
Cooling 

Load 
Cooling 

Load 
Cooling 

Load 
Cooling 

Load 
Cooling 

Load 
σ 

(kW) 
4 ARX 26.1 25.8 24.7 24.2 24.4 23.8 

4-3-5 ARX 19.7 21.5 20.8 20.6 20.7 20.3 
EEP 
(%) 

4 ARX 8.2 8.1 7.8 7.6 7.7 7.5 
4-3-5 ARX 6.2 6.8 6.6 6.5 6.5 6.4 

MAE 
(kW) 

4 ARX 11.6 11.9 11.7 11.6 11.8 11.8 
4-3-5 ARX 10.1 10.9 10.9 10.9 11.1 11.1 
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Table 3.3 Statistical results for heating load from regular and indexed ARX building 
thermal load prediction model. 

Criter 
ia 

Model Year 0 Year1 Year 2 Year 3 Year 4 Year 5 
Heating 

Load 
Heating 

Load 
Heating 

Load 
Heating 

Load 
Heating 

Load 
Heating 

Load 
σ 

(kW) 
4 ARX 13.1 13.0 12.8 12.7 12.6 12.4 

4-3-5 ARX 10.0 9.6 9.5 9.5 9.5 9.4 
EEP 
(%) 

4 ARX 4.9 4.9 4.8 4.8 4.8 4.7 
4-3-5 ARX 3.7 3.6 3.6 3.6 3.6 3.6 

MAE 
(kW) 

4 ARX 5.2 5.2 5.2 5.1 5.1 5.1 
4-3-5 ARX 3.9 3.8 3.7 3.7 3.7 3.7 

Statistical results for regular and indexed ARX model are shown in Tables 3.2 and 

3.3. Statistical results for cooling loads are shown in Table 3.2 and results from heating 

load are shown in Table 3.3.  Table 3.2 indicates that cooling load MAE for regular and 

indexed ARX model varies within 11.5-11.9% and 10.8-11.1%, respectively. Table 3.3 

shows MAE for heating load varies between 5.0-5.2% for regular ARX and between 

3.66-3.75% for indexed ARX model. 

3.6 Conclusions 

This chapter demonstrates a framework to quantify prediction accuracy of ARX 

thermal load prediction models over long period of time. Results indicate that both 

regular ARX and 4-3-5 ARX models can predict thermal load within reasonable accuracy 

under climate change. Both ARX models performed better for heating load prediction 

compared to cooling load prediction. The indexed ARX model was more accurate when 

compared to the regular ARX model for all evaluated criteria. This study provides ground 

for application of ARX thermal load prediction model over a long period of time 

considering ambient temperature rise in upcoming years.  However, simulated loads and 
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with TMY2 weather data were used in this study for simulation purposes. Validation of 

the indexed ARX model needs to be carried out using actual weather and building load 

data. Furthermore, actual building thermal load along with forecasted weather data will 

be used for prediction. Then predicted loads and actual loads will be compared in order to 

quantify real time prediction accuracy. 
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CHAPTER IV 

MODELING UNCERTAINTY OF INDEXED ARX MODEL 

This chapter evaluates the performance and robustness of time and temperature 

indexed building hourly thermal load prediction algorithm (4-3-5 ARX) through 

modeling uncertainty analysis. Motivation behind modeling uncertainty analysis of "4-3-

5 ARX" thermal load prediction model was to quantify the effect of uncertainties in 

weather input variables on the overall uncertainty of the predicted loads. Appropriate 

input probability distributions were carefully selected for each weather input variables. 

Loads were predicted using the input probability distribution data sets.  A case study with 

a medium office building in Atlanta, GA and Athens, GA was conducted to demonstrate 

the prediction accuracy of the algorithm. Confidence intervals in the resulting predictions 

were estimated to demonstrate the validity of the results. 

4.1 Methodology 

Modeling uncertainty quantification of 4-3-5 ARX model is important to observe 

the effect of uncertainty associated with weather inputs on overall predicted load. The 

indexed 4-3-5 ARX model described in CHAPTER II, Sub-section 2.1.4 was used for this 

modeling uncertainty analysis. The model was developed separately using TMY39 

9 Available at: http://rredc.nrel.gov/solar/old_data/nsrdb/1991-2005/tmy3/ 
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weather data from Atlanta, GA and Athens, GA. Simulated building thermal loads from 

respective locations were used during model development. Simulated thermal load data 

were obtained from EnergyPlus simulation using a medium office reference building. 

Once the models were developed, 168 random sample input data sets were generated for 

each hour considering normal distribution of weather inputs. Each sample data set is 

arranged the same as Eq. (2.5). These sample data sets were used along with estimated 

coefficients to obtain modeling uncertainty in prediction. Finally, 95% confidence 

interval for the predicted loads were determined and compared with simulated loads. 

4.2 Modeling Uncertainty Analysis of 4-3-5 ARX Model 

Uncertainty in predicted loads arises from weather data and occupancy schedule 

only, since past loads10 are known from measurements.  In order to perform uncertainty 

analysis, hourly thermal load is expressed as a function of weather variables, occupancy 

schedule, and past load data that was expressed Eq. 4.1 

𝐿𝑜𝑎𝑑𝑡 = 𝑓𝑡(𝑇𝑒𝑚𝑝𝑡, 𝐻𝑢𝑚𝑡, 𝑊𝑖𝑛𝑑𝑡, 𝑅𝑎𝑑𝑡, 𝑂𝑐𝑐𝑡, 𝐿𝑜𝑎𝑑𝑡−1, 𝐿𝑜𝑎𝑑𝑡−2, 𝐿𝑜𝑎𝑑𝑡−3, 𝐿𝑜𝑎𝑑𝑡−4, 𝐶𝑜𝑛𝑠𝑡. ) (4.1) 

Where, Loadt is the predicted thermal load at any time-step, ‘t’ (1 hour). Since we 

assumed the uncertainties are associated only with the weather variables and occupancy 

schedule, 168 random sample data points were generated at every hour using a normal 

distribution for each weather variable for one week using TMY3 data. The uncertainty 

codes weather variables were obtained from TMY3 data files. Uncertainty codes for 

temperature, relative humidity, wind speed, solar radiation, and occupancy schedule11 

10 Simulated loads were used as past loads in this analysis. 
11 Uncertainty code for occupancy schedule were assumed value. 
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were 9%, 7%, 9%, 8%, and 10%, respectively. Then the standard deviations at each hour 

were estimated considering the TMY3 values as mean value using Eq. (4.2).  

𝑥𝑖∗µ𝑖𝑡 𝑥𝑖∗µ𝑖𝑡 𝜎𝑖𝑡 = = (4.2)
1.645 𝑍95% 

Here, i represents respective variable, xi is the uncertainty code, and µi is the 

hourly mean value of the variable. The Z95% value was obtained from a t-distribution 

table considering infinite degrees of freedom (greater than 120)[34]. 

Then these sample points were merged with respective past loads to obtain the 

input matrix, A, similarly as in Eq. (2.5. Then estimated coefficients for the cooling 

period were used along with sample data sets to calculate the predicted loads for each 

hour. Finally, 95% confidence intervals for the predicted loads were determined from 

predicted probability loads. This methodology is represented in a flow chart in Fig. 4.1. 
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Figure 4.1 Flow diagram of modeling uncertainty analysis of predicted load 

4.3 Case Study 

A case study with a medium office reference building located in Atlanta, GA and 

Athens, GA was conducted to demonstrate the prediction accuracy of the algorithm at 

different locations. In this study, EnergyPlus building energy simulation program was 

used to generate the hourly building thermal load data. A medium office reference model 

with TMY3 weather data from respective locations was used in the simulation. The same 

TMY3 weather data was used to develop the model for cooling period (May1 to October 

31). The random probability input data sets were also generated from these TMY3 data 

sets. The coefficients and probability input data sets were used in the indexed ARX 

model to obtain predicted load probability distribution. Finally, hourly predicted loads 
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within specified confidence level were plotted against the EnergyPlus simulated loads. 

Fig. 4.2 shows simulated and predicted probability loads from Atlanta, GA for 5 

weekdays in May. Fig. 4.3 shows results from Athens, GA for the same days in May. 
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Figure 4.2 Hourly simulated and predicted cooling loads for 5 weekdays (May), 
Atlanta, GA 
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Figure 4.3 Hourly simulated and predicted cooling loads for 5 weekdays (May), 
Athens, GA 

The results in Figs. 4.2 and 4.3 show that the predicted loads for random 

probability inputs are within 95% confidence levels or within very close proximity of the 
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simulated loads for weekdays. In addition, predicted loads at different locations showed 

similar result. 

4.4 Conclusions 

In this study, modeling uncertainty of '4-3-5 ARX' thermal load prediction model 

was investigated utilizing probability distribution of input variables, and the outcomes 

were compared with building energy load simulation results. A case study was carried out 

at two different locations to crosscheck the performance of the model. The case study 

illustrated that the predicted loads with 95% confidence intervals from the proposed 

model are suitable for thermal load forecasting purpose. 
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CHAPTER V 

FIELD VALIDATION OF INDEXED ARX BUILDING THERMAL LOAD 

PREDICTION MODEL 

This chapter presents field validation of 4-3-5 ARX hourly building thermal load 

prediction model. Although previous analysis in CHAPTER III and CHAPTER IV 

showed good accuracy using synthetic data, performance of the model needs to be 

evaluated with actual field measured data and real building loads. The prediction model 

used in this study the same time and temperature indexed fourth order autoregressive 

with exogenous building thermal load prediction model introduced in CHAPTER II, 

Section 2.1.4. Indexing of the ARX model implies that different sets of coefficients are 

used in the predictive equation depending on different time interval and temperature 

ranges. The 4-3-5 ARX model is very simple and computationally very efficient with 

prediction accuracy comparable to that of artificial neural network (ANN) models[31]. 

However, field validation of 4-3-5 ARX model is an essential step before implementing 

the model in actual practice.  The field validation study was carried out for three 

representative buildings during a cooling period using local weather data. Model 

development was initiated with simulated data and updated with actual data in two steps. 

Prediction results are encouraging regarding the capability of the model to predict within 

the uncertainty bound of measured cooling load. Results also demonstrate that proper 
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indexing of the model enable the model to capture different cooling load profiles as well 

as the abrupt change in load pattern. 

5.1 Methodology 

The field validation study of the prediction model was carried out using actual 

field measured weather data and measured cooling load of three buildings at Mississippi 

State University, Starkville, Mississippi, USA. Coefficients were estimated separately for 

weekdays and weekends. The model was initially developed with simulated data and, 

gradually, actual field measured data were used. This approach imitates the prediction 

model implementation process of a new facility, where actual load data is not available, 

and then gradually actual data is plugged in with time. In addition, uncertainty estimation 

of actual load allowed us to quantify acceptable range of prediction. Statistical criteria 

outlined in CHAPTER II, Section 2.3 were used to quantify overall prediction accuracy. 

Finally, coefficient of determination, R2, was estimated in order to quantify fitting 

accuracy at different time interval. 

5.2 Indexed ARX Model Development 

Model development or coefficient estimation is vital for accurate cooling load 

prediction using 4-3-5 ARX model. The coefficient estimation steps involved in this 

validation study is similar to that outlined in CHAPTER II, Section 2.2. However, the 

coefficients were estimated in steps, starting with simulated data and replacing simulated 

data with actual data. The coefficient estimation procedure was carried out in two phases: 

a. Initial coefficient estimation with simulated data. 

b. Updated coefficient estimation with field measured data. 
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4-3-5 ARX models were developed for each of 3 adjacent buildings at Mississippi 

State University, Starkville, Mississippi, U.S.A.  Initially the 4-3-5 ARX models were 

developed using typical meteorological year 3 (TMY312) weather data for Columbus, 

Mississippi, USA and simulated cooling load from EnergyPlus. Columbus is adjacent to 

Starkville, Mississippi and it was assumed weather patterns for Columbus and Starkville 

are similar. Small and medium office commercial reference buildings13 developed by U.S. 

Department of Energy (D.O.E.) were used for EnergyPlus load simulation. Modifications 

in the reference buildings were made so that the obtained load profiles were comparable 

with actual buildings and could be used for model development. The locations, design 

day specifications, temperature set points, equipment schedule, occupancy schedule, and 

internal gains were modified as mentioned in Table 5.1. In addition, the chilled water 

loop HVAC system was used in EnergyPlus load simulation so that the simulated cooling 

system reflected that of the actual buildings. The cooling load obtained from the 

simulations was used for the initial development of the models. 

In the second phase, coefficients were updated with actual data. Simulated 

weather and cooling load data of June was replaced by actual data for June 2014 in the 

model building matrix, A1. Coefficients were estimated with this updated model building 

matrix and termed as ‘update 1’. Then simulated weather and cooling load data for June 

and July were replaced by actual data for June and July 2014. Coefficients obtained from 

this update were termed as ‘update 2’. Rationale for this stepwise update of coefficient 

12 Available at: http://rredc.nrel.gov/solar/old_data/nsrdb/1991-2005/tmy3/by_state_and_city.html#M 
13 Available at: http://www.energycodes.gov/commercial-prototype-building-models 
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matrix is to quantify the improvements in prediction accuracy, when actual data is 

plugged in steps. 

Goodness of fit for each building was estimated against actual cooling load for 

June and July, 2014 using statistical criteria outlined in CHAPTER II, Sub-section 2.3. 

Coefficients obtained from different update were used along with hourly actual weather 

and past load data to predict cooling load using Eq. 2.4. Finally, predicted cooling loads 

were compared with actual cooling loads from the same months using statistical criteria 

as described in CHAPTER II, Sub-section 2.3. 

5.3 Field Measurements for Validation Study 

Field measurements regarding facilities, cooling system, and weather data for this 

validation study are outlined in this section. Information regarding buildings, HVAC 

system, building energy management system, building cooling load profile, and weather 

data are mentioned the following sub-sections. 

5.3.1 Facility and Reference Building Models 

Three adjacent buildings at Mississippi State University were chosen for the 

validation study during the cooling period (May 1-October 31) of the year 2014. These 

buildings are conditioned by chilled water district cooling system of the university. All 

three selected buildings are connected to the university’s building energy management 

system (BEMS). Moreover, these buildings are comparable to commercial reference 

buildings developed by US D.O.E. in terms of operation schedule, indoor conditions etc. 

Salient features of commercial reference buildings and case study buildings are presented 

in Table 5.1. 
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Table 5.1 Salient features of buildings used in ARX model validation study. 

Item Small office Medium office 
Building Small office 

reference 
building 

Building 1 Medium 
office 
reference 
building 

Building 2 Building 3 

Location 33.45° N, 
88.78° W 

33.45° N, 
88.78° W 

33.45° N, 
88.78° W 

33.45° N, 
88.78° W 

33.45° N, 
88.78° W 

Building type Office Small 
office 

Medium 
office 

Medium 
office 

Medium 
office 

Climate Zone 
[35] 

3 A 3 A 3 A 3 A 3 A 

Floor Area 
(m2) 

510.9 404.1 1641 902 2310 

Ceiling height 
(m) 

3 3 4 4.5 4.5 

Number of 
floor/s 

1 1 3 4 4 

Cooling 
system type 

Chilled 
water 
district 
cooling 

Chilled 
water 
district 
cooling 

Chilled 
water 
district 
cooling 

Chilled  
water 
District 
cooling 

Chilled  
water 
District 
cooling 

People (nos.) 31 for 
weekdays, 3 
for 
weekends 

25 for 
weekdays, 
2 for 
weekends 

200 for 
weekdays, 
20 for 
weekends 

150 for 
weekdays, 
15 for 
weekends 

200 for 
weekdays, 
20 for 
weekends 

Cooling 
temperature 
set point 
schedule 

Until14 (set point, ̊C): 5 (26), 21 (22.5), 24 (26) 

Occupancy 
schedule 

Weekdays: until (fraction15): 5 (0), 6 (0.1), 7 (.2) 12 (.95) 13 (.5) 17 
(0.95) 18 (0.3) 20(0.2) 22(.05) 24(0) 
Weekends: until (fraction16): 8 (0), 9 (0.1), 11 (.2) 14 (.3) 17 (0.2) 
19(.05) 24(0) 

14 Hour of the day until specified values are considered true. 
15 Fraction of total value of the variable that is considered true in the calculation for that specific period of 
time. 
16 Fraction of total value of the variable that is considered true in the calculation for that specific period of 
time. 
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Physical data regarding the reference buildings are obtained from D.O.E. 

provided scorecards, and actual drawings were used for university buildings. Data for the 

cooling temperature set point schedules were obtained from the university’s BEMS. Total 

number of people and the occupancy schedules for the buildings are typical values for 

weekdays or weekends. For simulation purposes, it was assumed that the occupancy 

schedule was valid for the entire cooling period. 

5.3.2 HVAC and Data Acquisition System 

The university buildings use a chilled-water, district-cooling system for air 

conditioning. Air handling units and air distribution duct network are used to distribute 

conditioned air throughout each building. Since the heat exchange between the chilled 

water and the supply air occurs in the air handling units (AHU), hourly building thermal 

loads were obtained by applying an energy balance to the AHU. The university’s BEMS 

records hourly chilled water flow rate, chilled water inlet, and outlet value. The cooling 

load is obtained using Eq. (5.1). 

𝐿𝑜𝑎𝑑𝑡 = 𝑚̇𝑡 ∗ 𝑐𝑝 ∗ (𝑇𝑂𝑢𝑡𝑡
− 𝑇𝑖𝑛𝑡

) = 𝑚̇𝑡 ∗ 𝑐𝑝 ∗ 𝛥𝑇𝑡 (5.1) 

Here, 𝑚̇𝑡 is the mass flow rate of water, 𝑐𝑝 is specific heat of water, and 𝑇𝑜𝑢𝑡, 𝑇𝑖𝑛 

are the outlet and inlet water temperatures at time t. The 𝑐𝑝value for water was assumed 

to be constant over the temperature range and the value used was 4.18 kJ/(kg-K).  The 

time step used in this study is 1 hour. 

5.3.3 Weather Data 

This study predicts thermal loads for each of three buildings located at Starkville, 

Mississippi, USA (33.45° N, 88.78° W). Hourly values of temperature, relative humidity, 
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wind speed, and solar radiation for this location were obtained from of United States 

Department of Agriculture’s National Resources Conservation Service weather station of 

Starkville17. 

During the initial model development, TMY3 data for Columbus, Mississippi was 

used. However, actual recorded weather data for Starkville, Mississippi for June 2014 

was used to create the update 1 load prediction models and actual weather data for June-

July 2014 was used to create the update 2 load prediction models, respectively. Once the 

models were obtained, the actual weather data from August, 2014 along with measured 

past load data were used to predict the one-step ahead thermal load. 

5.4 Field Validation Procedure and Uncertainty Quantification 

This section presents the model validation methodology, the estimation of 

uncertainty in measured cooling load from BEMS, and the error quantification using 

statistical criteria. 

5.4.1 Field Validation Study of Predicted Cooling Load 

Once the models were developed for each building separately, the models were 

used to predict cooling loads for the month of August 2014 as follows.  After each phase 

of model development, the input matrix A along with estimated coefficients from Eq. 

(2.6) were used in Eq. (2.4) to predict the thermal load for each university building. 

Hourly cooling loads for August, 2014 were predicted using coefficients from three 

model development phase for each building: Initial, update 1 and update 2 model 

17 Available at: http://www.wcc.nrcs.usda.gov/nwcc/site?sitenum=2064 
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development phase. Hourly predicted loads were compared with actual building loads to 

observe the prediction profile of the model. In addition, prediction accuracy for each 

model development phase was evaluated against actual load using the statistical criteria 

outlined in Section 2.3 of CHAPTER II. 

Coefficient of determination values, i.e., R2 values were used to determine the 

accuracy of the models within any given time interval (night time, transition time etc.). 

The R2 values indicate the proportion of variation in thermal loads that can be explained 

by the regression model within that time interval. These values are the ratio of regression 

sum of squares (SSR) to total sum of squares (SSTO) [34]. The SSTO is estimated from 

the error sum of squares (SSE) and SSR. R2 value ranges from 0 to 100% and higher R2 

value indicates a good fit. Formulas to calculate SSE, SSR, SSTO, and R2 are given in 

Eqs. (5.2)-(5.5). 

𝑛 𝑆𝑆𝐸𝑖 = ∑𝑛=0(𝑙𝑜𝑎𝑑𝑎𝑡𝑢𝑎𝑙,𝑛 − 𝑙𝑜𝑎𝑑𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑,𝑛) (5.2) 

𝑛 𝑆𝑆𝑅𝑖 = ∑𝑛=0(𝑙𝑜𝑎𝑑𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑,𝑛 − 𝑙𝑜𝑎𝑑𝑎𝑐𝑡𝑢𝑎𝑙,𝑚𝑒𝑎𝑛,𝑖) (5.3) 

𝑆𝑆𝑇𝑂𝑖 = 𝑆𝑆𝐸𝑖 + 𝑆𝑆𝑅𝑖 (5.4) 

𝑆𝑆𝑅𝑖 𝑆𝑆𝐸𝑖 2𝑅𝑖 = = 1 − (5.5)
𝑆𝑆𝑇𝑂𝑖 𝑆𝑆𝑇𝑂𝑖 

Here, ‘i’ represents respective time interval and ‘n’ is the total number of hours 

within that time interval. 

5.4.2 Uncertainty in Measured Actual Cooling Load 

This section outlines the methodology used to quantify the total uncertainty 

associated with chilled water temperature difference and flowrate data. The approach 
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used to quantify the uncertainty in the measurement data follows the ANSI/ASME 

standard[36]. The total/overall uncertainty [37] in a measured quantity is 

2 2𝑈𝑟 = 𝐵𝑟
2 + 𝑃𝑟 (5.6) 

Here, 𝑈𝑟
2, 𝐵𝑟

2, 𝑃𝑟
2 are overall, systematic, and random uncertainty, respectively. 

The subscript ‘r’ represents relevant quantity (i.e. temperature difference, flowrate etc.) 

Uncertainty quantification methods used in this study for temperature difference and 

water flow rate are discussed below. 

Thermocouple systematic uncertainty may arise due to a wide number of 

elemental sources such as calibration error, data acquisition error, data reduction error, 

conceptual error etc. For practical consideration, it was assumed that the manufacturer 

supplied bias for final temperature readings and spatial variations due to non-uniform 

temperature distribution across the chilled water line constitute the two major sources of 

systematic uncertainty in the thermocouples used in the university’s BEMS. Other factors 

contributing towards systematic uncertainty were assumed negligible. Denoting e1T and 

e2T manufacturer’s supplied uncertainties for bias and spatial variations, the net 

contribution of the thermocouple readings is 

2𝐵𝑇 = √𝑒12
𝑇 + 𝑒2𝑇 (5.7) 

Thus, the systematic uncertainty for the temperature difference between the 

chilled water inlet and outlet thermocouples is 

2 2𝐵𝛥𝑇 = √𝐵𝑇_𝑖𝑛 + 𝐵𝑇_𝑜𝑢𝑡 (5.8) 
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Eq. (5.8) assumes that the thermocouples used to measure inlet and outlet chilled 

water temperatures are uncorrelated. The standard deviation values of measured 

temperatures were found negligible compared to the systematic uncertainty. Therefore, 

the random uncertainty (PΔT) of temperature difference is ignored in this analysis. The 

total uncertainty at each time step ‘t’ for chilled water temperature difference (𝑈𝛥𝑇) was 

estimated using Eq. (5.6). The upper and lower 95% uncertainty confidence bounds 

obtained for the chilled water temperature difference are given by 

𝛥𝑇𝑙𝑖𝑚𝑖𝑡𝑠_𝑡 = 𝛥𝑇𝑡 ± 𝑈𝛥𝑇_𝑡 (5.9) 

Systematic uncertainty of the chilled water flow meters was quantified using the 

same procedure outlined above using Eq. (5.10). Random uncertainty of chilled water 

flow was not considered, as the standard deviation value of chilled water flow was also 

found negligible compared to the systematic uncertainty. 

2𝐵𝑓 = 2
√𝑒1𝑓

2 + 𝑒2𝑓 (5.10) 

In Eq. (5.10), e1f and e2f represent uncertainty from manufacturer’s bias and 

spatial variation in flowmeters, respectively. The total uncertainty for chilled water flow 

(𝑈𝑓) was estimated using Eq. (5.6). The upper and lower 95% uncertainty confidence 

bounds obtained for the chilled water flow measurements are given by 

𝑚̇ 𝑙𝑖𝑚𝑖𝑡𝑠_𝑡 = 𝑚̇ 𝑡 ± 𝑈𝑓_𝑡 (5.11) 

Elemental source uncertainty values for thermocouples and flowmeters used in 

this study are shown in Table 5.2. 
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Table 5.2 Values of different uncertainty sources in thermocouples and flowmeters 
used. 

Device Manufacturer’s bias, e1 Spatial variation, e2 

Thermocouple 0.28 ̊ C .01  ̊ C 

Flowmeter 30X10-6 m3/s .3X10-6 m3/s 

The sensitivities of measured loads (shown in Eq. (5.1)) with respect to chilled 

water flow rate and temperature difference were obtained using Eq. (5.12) and (5.13), 

respectively. 

𝜕𝑄 
( )𝑡 = 𝑐𝑝 ∗ 𝛥𝑇𝑡 (5.12)

𝜕𝑚̇ 

𝜕𝑄 
( )𝑡 = 𝑐𝑝 ∗ 𝑚̇ 𝑡 (5.13)

𝜕𝛥𝑇 

Finally, the overall uncertainty and the upper/lower 95% confidence intervals of 

the measured load at any time step ‘t’ were calculated using Eq. (5.14) and (5.15), 

respectively. 

2 2𝜕𝑄 𝜕𝑄 2𝑈𝑄𝑡
= √( ) ∗ 𝑈𝑚̇ 

2 + ( ) ∗ 𝑈𝛥𝑇𝑡 (5.14) 
𝑡 𝜕𝑚̇ 𝜕𝛥𝑇 𝑡 𝑡 

𝑄𝑡_95% = 𝑄𝑡 ± 𝑈𝑄𝑡 
(5.15) 

5.5 Results and Discussion 

Results obtained from the model development and prediction periods for all three 

buildings are presented in this section. As described previously, the model was developed 

in steps for all 3 buildings. Initially the model was developed using simulated data. Then 

actual data for June 2014 were used in update 1 and actual data for June and July were 

used in update 2 model development. Once the model was developed for each building, 
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the wellness of fit for each building was evaluated using the statistical criteria mentioned 

in Section 2.3 of CHAPTER II. Each statistical criterion was estimated separately for 

weekdays and weekends. Wellness of fit results for the month of June 2014 are shown in 

Table 5.3. 

Table 5.3 Wellness of fit for June, 2014 during model development period. 

Build 
ing 

Develop 
ment 
phase 

Weekdays Weekends 

σ 
(kW) 

EEP 
(%) 

CV 
(%) 

MAE 
(kW) 

σ 
(kW) 

EEP 
(%) 

CV 
(%) 

MAE 
(kW) 

Build 
ing 1 

Initial 9.3 15.1 40.3 6.5 12.0 20.62 50.75 8.4 
Update 1 4.4 7.2 19.2 3.0 8.2 14.1 34.9 4.5 
Update 2 4.4 7.1 18.9 2.8 9.3 15.9 39.1 4.9 

Build 
ing 2 

Initial 41.1 13.1 41.5 25.6 38.2 11.9 35.7 25.3 
Update 1 33.4 10.6 33.6 21.8 34.8 10.9 32.6 21.7 
Update 2 30.5 9.7 30.7 21.1 39.9 12.5 37.3 23.2 

Build 
ing 3 

Initial 65.1 12.3 40.8 35.0 110.0 26.0 73.9 72.5 
Update 1 45.4 8.6 29.5 29.1 100.9 23.9 67.7 72.3 
Update 2 53.7 10.5 34.8 37.6 106.8 25.3 71.7 75.4 

Examining Table 5.3, we observe, as expected, that there is distinct improvement 

in fitting accuracy between initial and updated model development phase in most cases. 

For example, in initial and update 1 phase, the EEP value dropped from 15.1% to 7.2%, 

13.1% to 10.6% and, 12.3% to 8.6% for buildings 1, 2, and 3, respectively for weekdays. 

The drop in CV values between initial and updated model development phase for both 

weekdays and weekends is also noticeable. Thus, as expected, there is a reduction in 

dispersion of predicated loads for updated model development phases. Similarly, other 

criteria showed significant improvement between initial and updated development 

phases. This result is expected because actual values of weather variables and past load 
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data were used in update 1 and update 2. Actual weather and load data enabled the model 

to capture the exact correlation between the input variables and cooling load during 

updated model development phases. As a result the estimated coefficients gradually 

become more robust for prediction purpose. This improvement in fitting accuracy can be 

attributed to the validity of stepwise model development methodology used in this study. 

However, fitting accuracy improvement between update 1 and update 2 model 

development phase is not as significant as compared to initial phase. Weekdays fitting 

accuracy deteriorated for building 3 between update 1 and 2 phases. Moreover, slight 

deterioration on accuracy is observed during the weekends of June 2014. Many factors 

including presence of outliers in measured data, inaccurate model indexing for weekends, 

deviation in load pattern due to internal gain may be responsible for this deterioration. 

Wellness of fit indicates how accurately the model can estimate cooling load with 

a subset of model building data set, but in practice a better fit does not guarantee accurate 

load prediction because the prediction data set is different from data set used to develop 

the model. To verify the effect of updated coefficients on prediction, weather data and 

actual load of August 2014 were assembled in an input matrix. Since no actual data from 

August were used during any model development phase, this matrix is analogous to real 

time prediction data set. This prediction data set was then used with coefficients obtained 

from 3 different model development phases to predict the cooling load. Statistical results 

for August 2014 prediction is shown in Table 5.4. 

Statistical results outlined in Table 5.4 indicate that prediction accuracy increases 

gradually from initial to updated models for all studied buildings. Statistical results also 

indicate that prediction accuracy for weekdays is higher compared to weekends. 
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Table 5.4 Statistical results for August, 2014 predicated loads during prediction 
period. 

Build 
ing 

Developm 
ent phase 

Weekdays Weekends 

σ 
(kW) 

EEP 
(%) 

CV 
(%) 

MAE 
(kW) 

σ 
(kW) 

EEP 
(%) 

CV 
(%) 

MAE 
(kW) 

Build 
ing 1 

Initial 8.3 18.3 36.4 5.7 9.9 22.7 40.5 6.2 
Update 1 6.5 14.5 28.8 4.2 9.2 21.2 37.8 5.4 
Update 2 6.2 13.8 27.5 3.9 8.5 19.7 35.0 5.5 

Build 
ing 2 

Initial 36.8 11.4 28.3 25.9 52.3 15.7 40.9 37.2 
Update 1 36.8 11.4 28.3 24.6 45.9 13.8 39.9 33.5 
Update 2 29.7 9.2 22.8 21.5 41.3 12.4 32.3 28.7 

Build 
ing 3 

Initial 66.3 12.5 36.6 35.3 117.9 21.0 77.6 67.6 
Update 1 66.3 12.4 35.8 51.4 85.1 15.3 57.9 50.6 
Update 2 58.0 10.9 32.0 37.2 95.1 17.0 62.6 63.0 

Examining the weekday statistical results, it is observed that the EEP values 

dropped from 18.3% to 13.8% for building1, 11.4%-9.2% for building2, and 12.5% to 

10.9% for building3 between initial and update 2. This result established the fact that 

coefficients from updated model development phase are suitable for prediction purpose. 

In addition, significant drop in CV values is observed between initial and update 2 

prediction for all studied buildings. This trend indicates that the dispersion in predicted 

loads are smaller for updated coefficients. In practice smaller dispersion in predicted 

loads eventually leads to lower prediction error for any given time interval. Lastly, as 

MAE is the most natural measure of average model error, gradual decrease in MAE 

values for weekdays further consolidate the validity of the stepwise model development 

method.  

Although trends from initial to updated coefficients for weekends are similar to 

that of weekdays, statistical results showed lower accuracy in terms of value for 
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weekends. This observation indicates that the same indexing for weekdays and weekends 

is not very effective for load prediction purpose. Lower weekend accuracy for both model 

development and prediction period indicate separate model indexing is needed for better 

load prediction during weekends. 

Predicted and actual cooling loads with associated uncertainty bound for building 

1, 2, and 3 are shown in Fig. 5.1, 5.2, and 5.3, respectively. Hourly cooling loads for 

August 4-10, 2014 are presented in these plots. 

Figure 5.1 Building 1 predicted loads vs. BEMS actual loads with uncertainty. 
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Figure 5.2 Building 2 predicted loads vs. BEMS actual loads with uncertainty. 

Figure 5.3 Building 3 predicted loads vs. BEMS actual loads with uncertainty. 

Examining Figs. 5.1 to 5.3, it is observed that actual load pattern of each building 

is different. Since these buildings are adjacent, exposed to same weather, and cooled by 

chilled water HVAC system, factors like internal gains, equipment schedule, infiltration, 

operation schedule, occupancy etc. yielded different load patterns. 
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Table 5.5 Prediction within uncertainty bound for different buildings during August4-
10, 2014. 

Coeffici 
ents 

Weekday prediction within 
uncertainty bound 

Weekend prediction within 
uncertainty bound 

Total 
no. 
of 

hours 

Buildin 
g 1 (no. 

of 
hours) 

Buildin 
g 2 (no. 

of 
hours) 

Buildin 
g 3 (no. 

of 
hours) 

Total 
no. of 
hours 

Buildin 
g 1 (no. 

of 
hours) 

Buildin 
g 2 (no. 

of 
hours) 

Buildin 
g 2 (no. 

of 
hours) 

Initial 120 76 73 57 48 30 24 19 
Update1 120 89 77 59 48 32 25 18 
Update2 120 91 86 61 48 41 29 20 

Total number of hours the model predicted the cooling load within the uncertainty 

bound of actual load were estimated both for weekdays and weekends. Prediction within 

uncertainty bound for August4-10, 2014 is presented in Table 5.5. Table 5.5 also shows 

similar trends as statistical results, which is number of accurate prediction increase with 

updated coefficients. 

From Fig. 5.1-5.3 it is evident that prediction from initial and updated coefficients 

follows similar trends and falls within or close proximity of uncertainty bound most of 

the time. However, prediction from updated coefficients yielded better prediction 

consolidating the validity of stepwise development of the model. It is also observed that 

weekday prediction was better compared to weekend prediction in all the buildings. 

An important observation from the plots is that the model can predict peak 

cooling load pretty accurately during daytime interval (8.00am-10.00pm). This 

observation is important because it is a good parameter for thermal storage systems 

control strategy[6][38]. Although slight deviation is observed in building 1 for the last 

couple of hours of the daytime interval, prediction with updated coefficients showed 

better precision. Building 2 prediction plot shows that the model can capture abrupt 
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changes in cooling loads during the daytime interval. This validated the indexing of the 

model with respect to different temperature ranges during daytime interval. However, 

weekend prediction for all the buildings showed relatively higher deviation from actual 

load. This result is consistent with the statistical results and demands separate indexing 

for weekends. 

As expected, all the building showed abrupt rise in cooling demand during the 

transition time interval. The plots show that the model can capture this building 

capacitance effect pretty effectively for weekday prediction. However, deviation is 

observed in building1 prediction during the transition time interval. On the other hand, an 

abrupt fall in cooling load is observed during the nighttime interval due to absence of 

solar radiation, plug load, and occupancy. Figs. (5.1) to (5.3) show that the model can 

predict sudden changes in cooling load satisfactorily, especially when updated 

coefficients are used. Slight deviation from actual load was observed at the beginning of 

this interval in building 1, but prediction became gradually accurate with updated 

coefficients. 

In order to quantify the curve-fitting accuracy of predicted loads within a time 

interval (i.e.: nigh time, transition time etc.), the coefficient of determination (R2) was 

estimated. The R2 value for a given time interval ranges from 0 to 100% and curve fitting 

accuracy increases with increased R2 percentage. The R2 values are of particular interest 

in this study because it allows us to evaluate model performance within a time interval. 

The R2 values for each interval provide information regarding error propagated in the 

whole ARX model from individual time interval. Estimated R2 values for weekdays and 
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weekends of August 4-10, 2014 prediction period are presented in Table 5.6 and 5.7, 

respectively. 

The results shown in Table 5.6 and 5.7 indicate curve-fitting accuracy varies over 

a wide range. However, these results provide information regarding prediction accuracy 

of the model at different time intervals about the error propagated on overall prediction 

from each time interval.  Values from Table 5.6 and 5.7 indicate that there is 

improvement in curve fitting accuracy most of the times from updated coefficients. 

Table 5.6 Percentile coefficient of determination (R2) values for weekdays (August 4-
8, 2014.) 

Buildin 
g Coefficients 

Weekdays 

Nighttime Transitio 
n time 

Day 
time 

1 

Day 
time 

2 

Day 
time 

3 

Day 
time 

4 

Day 
time 

5 

Buildin 
g 1 

Initial 48.0 32.0 0.0 0.0 59.0 44.0 55.5 
Update1 62.0 36.5 0.0 0.0 75.5 60.0 60.5 
Update2 61.5 34.0 0.0 0.0 72.5 62.5 76.0 

Buildin 
g 2 

Initial 14.0 50.0 0.0 0.0 63.0 68.0 91.0 
Update1 14.5 51.0 0.0 0.0 64.5 66.5 90.0 
Update2 62.5 51.0 0.0 0.0 73.5 68.0 73.5 

Buildin 
g 3 

Initial 5.5 53.0 0.0 0.0 50.0 85.0 59.0 
Update1 17.0 51.0 0.0 0.0 36.5 64.0 27.0 

Update2 35.0 44.0 0.0 0.0 71.5 
0 86.5 51.0 

Note: Values are rounded off to the nearest half a percentage. 
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Table 5.7 Percentile coefficient of determination (R2) values for weekends (August 9-
10, 2014.) 

Building Coefficients 

Weekends 

Nighttime Transition 
time 

Day 
time 

1 

Day 
time 

2 

Day 
time 

3 

Day 
time 

4 

Day 
time 

5 

Building 
1 

Initial 83.0 44.5 0.0 0.0 81.5 75.5 44.0 
Update1 50.0 46.0 0.0 0.0 92.0 96.5 51.0 
Update2 52.0 45.0 0.0 0.0 85.0 93.5 50.0 

Building 
2 

Initial 39.0 37.0 0.0 0.0 59.0 84.0 62.0 
Update1 39.0 27.0 0.0 0.0 60.0 81.5 63.0 
Update2 48.0 8.5 0.0 0.0 85.0 81.5 63.0 

Building 
3 

Initial 28.0 17.0 0.0 0.0 91.0 91.5 79.0 
Update1 32.0 17.5 0.0 0.0 42.0 55.5 50.5 
Update2 51.0 17.0 0.0 0.0 60.5 72.0 56.0 

Note: Values are rounded off to the nearest half a percentage. 

The coefficient of determination (R2) values in Table 5.6. show that curve fitting 

accuracy was better for day time intervals compared to transition and night time intervals. 

The R2 values increased with coefficient update for all the buildings except building 3. 

Low fitting accuracy was observed for building 2 and 3 during nighttime interval. These 

values indicate substantial error was propagated from this time interval on overall 

prediction. A wide variety of reasons such as presence outliers in either model building or 

prediction data set, unusual building operations or thermal load etc. are probable reasons 

for these lower R2 values. Transition time R2 values indicate a moderate fit within this 

time interval. No values for the Day time 1 (T ≤ 0.5 Tmax) and Day time 2 (0.5 Tmax <T ≤ 

0.6 Tmax) were obtained because none of the temperatures fell within these ranges for 

August 4-8, 2014. 

The R2 values for weekends in Table 5.7 show that nighttime curve fitting 

accuracy is acceptable. However, lower fitting accuracy is observed during the transition 
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time interval specifically in building3. This result is consistent with statistical results and 

further consolidate the need of separate model indexing for weekends.  Although daytime 

fitting accuracy for building 1 and 2 showed similar trend from initial to updated phases; 

inconsistency was observed in building 3. 

5.6 Conclusions 

Field validation study of an indexed auto regressive with exogenous (4-3-5 ARX) 

building hourly thermal load prediction model was carried out in this study. The 

prediction model was indexed with respect to 3 time intervals and 5 daytime temperature 

ranges. The structure of the model allows separate prediction for weekdays and 

weekends. Actual weather data and 3 university buildings located in Starkville, MS were 

used in the validation study. Cooling loads of 3 buildings were predicted for the period 

August 4-31, 2014 and were compared with uncertainty bound of actual measured load. 

Overall prediction accuracy was estimated using statistical criteria and fitting accuracy at 

each time interval were estimated using coefficient of determination, R2. 

The first important observation from the field validation study is that the 

prediction accuracy of the model increases substantially when actual data is used during 

model development. Results showed that the model can capture the cooling load profile 

much better when real data is used to estimate the coefficients. Expected error percentage 

(EEP) values for weekday prediction were found 13.8%, 9.2%, and 10.9% for buildings 

1, 2, and 3, respectively, from update 2 coefficients. In addition, the number of accurate 

prediction hours within uncertainty bound of actual load increased from 76 to 91, 73 to 

86, and 57 to 61 for buildings 1, 2, and 3, respectively. Prediction plots showed the model 

can predict the peak cooling load and abrupt changes in cooling load profile very 
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efficiently for all the buildings considered. This observation validated indexing of the 

model with respect to time and temperature ranges. The second important feature of the 

study is that the ARX model was applied individually to 3 buildings rather than a whole 

chiller plant. Therefore, the model’s ability to predict different cooling load profiles of 

each building were validated. However, results demonstrated that prediction accuracy is 

higher for weekdays than weekends. This result suggests separate indexing for weekdays 

and weekends is needed for efficient implementation of this indexed ARX model in real 

systems. 

One of the main contributions of this study is that the model was developed in 

steps. Model building was started with simulated data and was updated two times with 

actual data. This approach imitates the prediction model implementation process in a new 

facility where actual field measured data is not available initially, and then actual data 

becomes available with time. Statistical results demonstrated that cooling load prediction 

accuracy increased substantially when updated coefficients were used for both weekdays 

and weekends. Estimated R2 values also show that fitting accuracy of the model increases 

with updated coefficients most of the time. These results consolidate the validity of step 

by step model development approach used in this study. 

It can be concluded that the 4-3-5 ARX model is suitable for building cooling 

load prediction purpose of individual facilities. In future studies, the scope of the model 

can be broadened when this model is integrated with online weather forecast and BEMS 

loads. Eventually the model can be implemented in a real time predictive control system. 
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CHAPTER VI 

CONCLUSIONS AND FUTURE WORK 

6.1 Summary and Conclusions 

This thesis first introduced the current building energy consumption trend in the 

U.S. It was reported that the total energy consumption in commercial and residential 

buildings was 39.6 quadrillion BTU in 2011. The building sector contributed about 41% 

of the total energy consumption in the U.S. and building energy consumption showed 

constant growth in the recent past. Given the high amount of energy consumed by 

buildings, the importance of optimal control of building energy systems was introduced 

by a building energy savings and operating cost reduction perspective. The importance of 

a reliable predictive control strategy integrated with building thermal load prediction in 

wide range of building energy savings applications were brought into the discussion 

concisely. 

Followed by this opening, a comprehensive literature review on the topic of 

building thermal load prediction methodologies was performed in CHAPTER I to ensure 

a thorough understanding of the published works, the current research trends, and to 

justify the contribution of this thesis. Among the wide range of available prediction 

models, a time and temperature indexed ARX (4-3-5 ARX) building hourly thermal load 

prediction model was selected for this performance evaluation and field validation study. 

The prediction accuracy and computational efficiency of the model was the motivation 
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behind this selection. Comprehensive performance evaluation and field validation study 

was carried out in a systematic manner with an aim to integrate the model in a predictive 

control strategy. 

CHAPTER II focused on an in-depth discussion regarding regression analysis 

based building thermal load models. The aim of this chapter is to provide the reader a 

clear idea of the underlying theory and load prediction procedure. Mathematical 

description of MLR, AR, and ARX models was delineated. The assumptions, 

mathematical description, and physical aspects of the 4-3-5 ARX model were discussed 

in detail along with the steps involved in building thermal load prediction. Finally, 

prediction accuracy estimation using statistical criteria were mentioned to provide an 

exhaustive idea about the model performance evaluation. 

CHAPTER III demonstrated a framework to quantify performance of two ARX 

building hourly thermal load prediction models under the influence of climate change. 

Motivation behind this analysis is to evaluate the reliability of ARX thermal load 

prediction models over long period of time. Performance of regular and indexed ARX 

models were evaluated utilizing a proposed climate change model. The proposed climate 

change model imitated the global warming phenomena by incorporating random 

temperature rise in each successive year. A Case study was carried out and results 

showed that the indexed ARX model is capable of producing reasonable predictions over 

a long period of time under the influence of climate change. This analysis provided 

ground for integration of the 4-3-5 ARX thermal load prediction model in real time 

predictive control strategies considering ambient temperature rise in the upcoming years. 
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CHAPTER IV presented a modeling uncertainty analysis of the 4-3-5 ARX 

model. Rationale for this modeling uncertainty analysis is to quantify the effect of 

uncertainties associated with weather related inputs on overall prediction uncertainty. 

Obtained results were promising, since simulated loads were within or very close 

proximity of the predicted probability loads. This analysis justified the ability of the 

model to deal with uncertainties associated with forecasted weather data in real time 

application. 

CHAPTER V presented a field validation study of the 4-3-5 ARX hourly building 

thermal load prediction model. Although previous analysis in CHAPTER III and 

CHAPTER IV showed good accuracy using synthetic data, performance of the model 

needs to be evaluated with actual field measured data and real building loads. Validation 

of 4-3-5 ARX model was essential in order to justify the prediction accuracy of the model 

in the real world. The field validation study was carried out for 3 representative buildings 

at Mississippi State University during a cooling period using local weather data.  

One of the main contributions of this study is that the model was developed in 

steps. Model development was started with simulated data and was updated in steps with 

actual data. This approach imitates the prediction model implementation process in a new 

facility where actual field measured data is not available initially, and then actual data 

becomes available with time. 

The results obtained from this field validation study can be summarized below: 

 Prediction accuracy increased remarkably, when the coefficients were 

updated using actual weather and load data. 

 The model predicted the peak thermal load accurately for all the facilities. 
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 The model captured the abrupt change in thermal loads, which validated 

the time and temperature indexing feature of the model. 

 The model predicted different load profiles of different facilities 

successfully. 

 Results indicated that different indexing of the model is necessary for 

weekdays and weekends. 

6.2 Future Work 

Since this thesis discusses exhaustive performance evaluation and field validation 

of the 4-3-5 ARX building thermal load prediction model, diverse modification and 

development can be made within its application. As suggested by the field validation 

study, separate indexing for weekends needs to be incorporated in the model. 

The model application can be categorized into two phases. In the first phase, the 

model will be integrated with BEMS and online forecasted weather information. This 

way, the model can predict real time building thermal load. 

The second phase, an optimized predictive control strategy will be developed for 

an ice storage system. In simple words, an optimum amount of ice will be produced 

based on predicted cooling loads rather than running the ice storage plant in full capacity. 

There is high potential of maximizing the energy cost benefits from an ice storage 

system, when this predictive control strategy is implemented. 
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